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Background
1. Next-item recommender systems:

o Predict the user’s subsequent behavior

o Valued in both industry and academic for its

commercial value

2. Session-based recommendation (SR):
o Hot topic of the next-item recommender

o Make recommendations based on the previous item

clicks within a single session

1 Plot thanks to Pan et al. [2]
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Motivation
1. Recommendation system:

o Direct commercial value

o Provide valuable information about human behavior

2. Session-based recommendation:
o Inter-session dependency is strong [6]

o Additional user information may not be available

(privacy protection)

o Friendly to cold-start scenario

1 Plot thanks to Pan et al. [2]
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Outstanding Issues
Issue 1: Low-capability predictor module
• Most SR models follows encoder-predictor design past

research focus on different designs of the encoder

modules.

• The predictor modules of most (if not all) existing SR

models are linear models, which are low-capability.

• The predictor module should simulate the complicated

decision process of a user.
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Outstanding Issues
Issue 2: Overfit problem of a high-capability model
• Extremely high-capability model suffers from the serious overfit problem

• The predictor module needs to be an appropriate high-capability model

Issue 3: Random user’s behavior in the input session
• A session can include any random behavior of the user

• e.g., Multi-intention problems: the user can be distracted from her/his original intention

• We model the general randomness as noise in the input.



Our solutions

Issue 1:
low-capability predictor module Neural Decision Forest (NDF) model

Issue 2:
overfitting problem Pruning methods in the NDF model

Issue 3:
random user’s behavior

Random user’s Behavior Alleviator

SR-PredictAO
(Session-based Recommendation

with Predictor Add-On)
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NDF-SR
Neural Decision Forest for Session-based

Recommendation (NDF-SR) involves:

1. Random User’s Behavior Alleviator based on

James-Stein Estimator (JSE-SR)

2. Neural Decision Forest (NDF) model

3. Pruning method for NDF



Random User's Behavior Alleviator
1. As mentioned, due to limited background information within

the session, there are many random user behaviors that hard

to remove, which are typically represented as "noise" in the

data. (normally, 𝑧 ~𝒩 (𝜇, 𝜎2))

2. We identified that widely used Most Likelihood Estimators

(MLEs) has a high irreducible noise

3. To reduce such noise, we propose using a more noise-

resistant James-Stein Estimator (JSE) in the SR problem.

4. We have JSE-SR, to alleviate general random user behavior

in the session. (Detailed proof in paper)
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Neural Decision Forest (NDF) Model
1. The motivation to use a tree-based model is because of its

famous high-capability (or high Degrees-of-Freedom).

2. However, the traditional tree-based model has no gradient and

cannot be optimized with an encoder.

3. Thus, inspired by [7], we propose an NDF-enhanced predictor

for the session-based recommendation system.

4. We control the overfitting problem by developing a pruning

method that randomly drops some leaves.



Theoretical foundation
1. Generally, a tree-based function can be understood as a simple function

2. By Approximation of Measurable Functions by Simple Functions Theorem: Consider the measurable

function 𝑓: 𝑋 → ℝ on a measure space (𝑋,ℳ, 𝜇). Then ∀ 𝜖 > 0, ∃ simple function 𝜙 s.t.:

𝜇({𝑥 ∈ 𝑋: 𝑓 𝑥 − 𝜙 𝑥 > 𝜖}) < 𝜖

The convergence of such sequence can be uniform under 𝑋 − 𝑆0 under condition for 𝜇 𝑆0 = 0

3. However, the linear function with neural networks often struggles with highly discontinuous functions

that have sharp changes
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Experiment
Base Models: LESSR [1], SGNN-HN [2], DIDN [3]

• We denote SR-PredictAO with base model M as “SR-PredAO(M)”

Datasets: Diginetica1, Yoochoose2

• For the Yoochoose dataset, we use the most recent 1/64 for experiments, denoted as

“Yoochoose 1/64”

Evaluation Metrics: commonly used HR@20 (Hit Rate) and MRR@20 (Mean Reciprocal Rank)

• HR@20 is denoted as Recall@20 or P@20 in some related works.

Baselines:

• Traditional methods: Item-KNN; GRU-based method: GRU4REC; Transformer-based

method: STAMP, and SR-IEM; GNN-based method: SR-GNN, and base models
1 http://cikm2016.cs.iupui.edu/cikm-cup
2 http://2015.recsyschallenge.com/challenge.html



Dataset Statistics
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SOTA Performance

Data source: https://paperswithcode.com/sota/session-based-recommendations-on-diginetica



Data source: https://paperswithcode.com/sota/session-based-recommendations-on-yoochoose1-1

SOTA Performance



Ablation Study

SR-PredictAO with three different base models

Ablation Study:

• Full model

• Without Random User’s Behavior Alleviator

• Without NDT-pruning



Quantify model capability
• We use Degrees-of-Freedom (DoF) to define the capability of a model formally.

• Given a dataset 𝒙𝑖, 𝑦𝑖 𝑖=1
𝑀 , and 𝑦𝑖 = 𝑓 𝒙𝑖 + 𝜀𝑖.

The model we fit to estimate 𝑓 is denoted as መ𝑓, and the prediction is ෝ𝑦𝑖 = መ𝑓(𝒙𝑖).

• The Degrees-of-Freedom (DoF) is defined as

• We perform DoF analysis of the NDF-SR module on two generated datasets with the following

underlying functions:

MARSadd:

POWERadd:



Quantify model capability

1. From the above plots, we can see that by controlling the hyperparameters (depth & pruning rate) of the

model, we can control the DoF of the NDF-SR module in a wide bandwidth.

2. The results proves that our framework can provide the predictor module with sufficient and

appropriate capability



Takeaways
• We are the first to discover the important low-capability issue in the

predictor module of most (if not all) existing models, such an issue

lowers their prediction accuracy.

• We propose a framework called SR-PredictAO which could be applied

to any existing models following the common encoder-predictor

paradigm.

• Extensive experimental results on two public benchmark datasets

show that when framework SR-PredictAO is applied to three existing

state-of-the-art models, their performances are consistently improved

by up to 2.9% on HR@20 and up to 2.1% on MRR@20.



Future Work
• The cost of the SR-PredictAO framework is relatively high

when the number of leaf nodes is large. Thus, how to develop

an efficient tree-based method is a potential direction.

• Explore the application of the tree-based enhancement in

other fields such as language and vision modeling

• The theoretical foundation for neural-based trees also needs to

be built up by future studies
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